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Abstract
An open question in the study of climate prediction is whether internal variability will continue to
contribute to prediction skill in the coming decades, or whether predictable signals will be
overwhelmed by rising temperatures driven by anthropogenic forcing. We design a neural network
that is interpretable such that its predictions can be decomposed to examine the relative
contributions of external forcing and internal variability to future regional sea surface temperature
(SST) trend predictions in the near-term climate (2020–2050). We show that there is additional
prediction skill to be garnered from internal variability in the Community Earth System Model
version 2 Large Ensemble, even in a relatively high forcing future scenario. This predictability is
especially apparent in the North Atlantic, North Pacific and Tropical Pacific Oceans as well as in the
Southern Ocean. We further investigate how prediction skill covaries across the ocean and find
three regions with distinct coherent prediction skill driven by internal variability. SST trend
predictability is found to be associated with consistent patterns of decadal variability for the grid
points within each region.

1. Introduction

Skillfully predicting both global and regional climate
change on interannual to decadal timescales is an out-
standing problem from both a scientific and societal
standpoint (Findell et al 2023). Trustworthy forecasts
on this timescale can provide actionable information
about the future climate for various sectors affected
by climate change (Kushnir et al 2019, Solaraju-
Murali et al 2021, Dunstone et al 2022). However,
making skillful forecasts on decadal timescales is a
challenge because it requires both predicting the cli-
mate response to anthropogenic forcings like green-
house gases and aerosols, as well as skillfully forecast-
ing low frequency internal climate variability (Meehl
et al 2021). For example, it has been argued that
modulations in the rate of global mean surface tem-
perature increase are associated with changes in the
internal low frequency variability in the Pacific Ocean

so that even in the global mean, skillful temperat-
ure predictions require comprehensive understand-
ing about internal variability (Trenberth and Fasullo
2013, Labe and Barnes 2022). On regional scales, the
amplitude of internal variability can be much lar-
ger relative to the forced response than on global
scales, providing an even larger source of uncer-
tainty in the range of variability (Lehner et al 2020,
Lehner andDeser 2023). Identifying and understand-
ing predictable internal variability on regional scales
is therefore an opportunity to provide stakeholders
with improved estimations of the future range of
variability.

Internal variability on interannual to decadal
timescales can be predictable both in model simula-
tions of the pre-industrial climate (Branstator et al
2012, Gordon et al 2021, Gordon and Barnes 2022),
and in hindcast simulations of the historical era
(Meehl et al 2016, Smith et al 2019, Delgado-Torres
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et al 2022). It has been suggested that future, global
scale variability may too be predictable for certain
initial states (Labe and Barnes 2022). This predict-
ability is generally associated with low frequency
modes of variability, namely the Pacific decadal
oscillation (PDO; Mantua et al 1997, Newman
et al 2016) and Atlantic multidecadal variability
(Enfield et al 2001, ). However, prediction skill asso-
ciated with internal variability is often sparse and lim-
ited to ocean heat predictability inmid-latitude ocean
basins (Yeager et al 2018). Evenwith these limitations,
it has been demonstrated that skillful sea surface tem-
perature (SST) prediction can constrain predictions
of surface climate evolution, for example temperature
and precipitation over Europe (Simpson et al 2019,
Borchert et al 2021a). Therefore, studies have increas-
ingly suggested studying ‘windows of opportunity’ or
state-dependent predictability to better leverage skill
in decadal predictions (Borchert et al 2018, Brune
et al 2018, Mariotti et al 2020, Merryfield et al 2020,
Gordon and Barnes 2022). This framework focuses
on identifying initial states or ‘windows’ where the cli-
mate is more predictable, inherently acknowledging
that predictability depends on the initial state of the
system, and these ‘windows’ provide the best oppor-
tunity to make skillful decadal predictions.

In the next 30 years, it is expected that forced
warming from anthropogenic greenhouse gasses will
continue to increase. This raises the question of
whether sources of predictability identified in the his-
torical climate will still contribute to skillful decadal
predictions, as the large signal of forced warming
could overwhelm predictable signals from internal
variability. Here, we aim to investigate whether, and
to what extent, internal variability contributes to near
termdecadal prediction skill in a relatively high future
forcing scenario. We develop a novel neural network
architecture that separately ingests information about
the forced response and internal variability to pre-
dict the SST trend over the next 10 years. This archi-
tecture is then used to diagnose the contribution of
internal variability to prediction accuracy, in order to
identify regions where internal variability is a signific-
ant source of predictability in a near-future climate.
We further address the question of where and when
we can attribute prediction skill to internal variability
in the presence of high anthropogenic forcing.

2. Data andmethods

2.1. Community Earth SystemModel version 2
Large Ensemble, CESM2-LE
This study uses output from the Community Earth
System Model Version 2 Large Ensemble (CESM2-
LE) (Danabasoglu et al 2020, Rodgers et al 2021).
The CESM2-LE is a collection of 100 ensemble
members of CESM2 run under the specified histor-
ical forcing for the Coupled Model Intercomparison
Project Phase 6 (CMIP6; Eyring et al 2016) for years

1850–2014, and the SSP3-7.0 future radiative for-
cing for 2015–2100 (O’Neill et al 2016). Note that
ensemble members 1–50 use the biomass burning
specified for CMIP6 however members 51–100 use
a smoothed version which affects end-of-century
warming (Fasullo et al 2022). The ensemblemembers
are also designed to sample the phase of the Atlantic
Meridional Overturning Circulation (AMOC) by
splitting the full ensemble into five groups based on
their initialized AMOC.We account for both the bio-
mass forcing and AMOC initialization in our exper-
iment design (see next section). We use SST out-
put bilinearly regridded to 5◦ × 5◦ resolution, and
coarsened to annual means at each grid point.

The target predictions in this work are classi-
fications of future decadal SST trends, specifically
whether a future trend in a particular region will fall
in the lower, middle or upper tercile of the 2020–2050
distribution in that region (figure 1(b)). We there-
fore calculate sliding (i.e. starting each year) 10 year
linear least-squares trends over the years 2020–2050
in 10◦ × 10◦ boxes in the ocean for each ensemble
member. Figure 1(a) demonstrates the annual mean
time series for a single ensemblemember (blue curve)
and the forced response (black curve) in a 10◦ × 10◦

box in the Southern Ocean (240◦ E–250◦ E, 40◦ S–
50◦ S) over 1960–2100. SST trends for consecutive
10-year periods (green, orange and red lines) show
that even though forced SST increases throughout
the 21st century, regional internal variability can still
contribute to reduced warming or even cooling in
the later part of the 21st century. The distribution of
decadal SST trends over 2020–2050 further demon-
strates this point (figure 1(b)), with trends in this par-
ticular grid box ranging from −1 ◦C/decade to over
1.5 ◦C/decade.

2.2. Artificial neural networks
Artificial neural networks (ANNs) are used here to
both make predictions of future decadal SST trend
and also to investigate sources of predictability. We
use ANNs because they are an established method
of identifying sources of predictability on decadal
timescales (Gordon andBarnes 2022) and for predict-
ing future trends in SST (Labe and Barnes 2022). In
this application, neural networks can be considered
a non-linear data driven model, taking information
about the current and past state of the climate (the
state of global SSTs) to make a prediction about a
future quantity (regional decadal SST trends). Unlike
some previous studies that use ANNs with post-hoc
evaluation methods to examine their predictions and
predictability (e.g. Gordon and Barnes 2022, Labe
and Barnes 2022), we separate the prediction prob-
lem into an internal variability component and an
external forcing component by designing two separ-
ate ANNs and only coupling them at the final pre-
diction step of the network. This design allows for
a direct investigation of the relative contributions
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Figure 1. (a) CESM2-LE annual mean SST time series area averaged over 240◦ E–250◦ E, 40◦ S–50◦ S. The blue line is a single
ensemble member (member 70) with gray lines indicating all other members. The black line is the forced response, defined as the
ensemble mean. The green, orange and red lines are individual 10 year trends in SST in ensemble member 70, plotted every
10 years. (b) Distribution of SST trends (◦C/decade) between 2020 and 2050 for all ensemble members at 240◦ E–250◦ E,
40◦ S–50◦ S. Color coding indicates the tercile cut-offs, green are in the lower third (or tercile) of the 2020–2050 distribution,
orange in the middle third, and red in the upper third. (c) Schematic of the neural network architecture demonstrating the
internal variability network (IV_Network) and external forcing network (EF_Network), and their summation to the Combined
Network output.

of internal variability and external forcing to the
ANN’s prediction. The external forcing component
is defined as the ensemble mean across all ensemble
members at each grid point, and the internal vari-
ability for a member is defined at each grid point
as the full member minus the ensemble mean. Note
any changes in internal variability (e.g. amplitude,
period) due to forcing are therefore reflected in the
relationships learned by the internal variability net-
work. However, we still consider any sources of pre-
dictability identified by this network as attributable
to internal variability because the network still must

learn to identify where and when this internal variab-
ility is predictable.

More specifically, we design two neural networks
for the prediction task, named the EF_Network and
the IV_Network (figure 1(c)), which make predic-
tions using only information about external forcing
(EF) and internal variability (IV), respectively. The
inputs to the neural networks are maps of global
SST at 5◦ × 5◦ resolution. For the IV_Network, we
input two time-lagged maps of internal variability,
the first, averaged over the 10 years prior to the pre-
diction (τ =−1 to −10) and the second, averaged
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over 10 years and lagged by five years (τ =−5 to−14)
(figure 1(c)). These inputs provide the ANN with
information about the current state of internal SST
variability, and an earlier state, which gives inform-
ation about the time evolution of internal variability
before a prediction. The input to the EF_Network is
simply a map of the forced response (i.e. ensemble
mean at each grid point) averaged over the 10 years
prior to a prediction (τ =−1 to−10) (figure 1(c)).

Each of the neural networks outputs a classific-
ation of the future SST trend (i.e. lower, middle or
upper tercile) at a particular grid point, and these
values are summed pair-wise (with no activation,
weight or bias) to make the Combined Network
prediction. This is demonstrated schematically in
figure 1(c). The upper box shows the EF_Network,
with a single map of the externally forced SST input
into an ANN which outputs three values, EFa, EFb
and EFc. The lower box is the IV_Network, with
two time lagged internal variability maps input into
an ANN which also outputs three values, IVa, IVb
and IVc. The outputs of the individual models are
summed pairwise (EFa+IVa, EFb+IVb, EFc+IVc) to
make the final predictions of the future SST trend
over the next 10 years. We name this full system the
Combined Network. The Combined Network’s pre-
diction is taken to be the class with the highest value
prediction in the final layer after the softmax activa-
tion function is applied. The softmax activation func-
tion converts the rawANNoutputs to probability-like
values. The inclusion of the softmax activationmeans
that higher value predictions correspond to higher
ANN confidence in the prediction such that predic-
tions can then be ranked by their value. For ease of
comprehension, specific examples of predictions by
the Combined Network with contributions from the
IV_Network and EF_Network is provided schematic-
ally in figure S1.

We subset the 100 ensemble members into 60
members for training data for training the ANNs, 20
members for validation data for selecting the best per-
forming networks, and 20 members for testing which
is ‘unseen’ by the ANNs which is exclusively used for
performance evaluation and final analysis. The train-
ing, validation and testing data is created by grouping
individual ensemble members such that each data set
equally samples across the five AMOC initializations,
and the two different biomass forcings in the indi-
vidual ensemble members. We use model years 1960–
2100 for training the ANNs, but only validate and test
on 2020–2050.We use a wider span ofmodel years for
training so the neural networks can ‘see’ more pos-
sible internal variability states. All results presented
are from the testing set. We train ten combined net-
works for each 10◦ × 10◦ grid box in the ocean and
present results from the best network at each location,
but results do not qualitatively change if we instead
use an average of networks. We define ‘best’ as the

network that achieves the lowest loss on the valid-
ation data (not shown). Further, detailed informa-
tion about the hyperparameters and training process
is provided in the supporting information.

3. Results

3.1. Identifying contributions to prediction skill
The Combined Networks skillfully predict SST trends
over 2020–2050 (figure 2(a)), with the accuracy out-
performing random chance (by design 33%) over
most of the globe. Furthermore, the highest neural
network accuracy corresponds to regions that are
considered to be more predictable on decadal times-
cales: the North Pacific, North Atlantic and Southern
Indian Ocean (Meehl et al 2021). Recent literature
has emphasized the importance of identifying so-
called ‘windows of opportunity’ for prediction skill
on decadal timescales because this provides an indic-
ation of when variability may be at its most predict-
able (Mariotti et al 2020, Gordon and Barnes 2022).
We therefore examine the existence the windows
of opportunity in near-future decadal predictions,
adopting a similar method used byMayer and Barnes
(2021), Gordon and Barnes (2022) by designating
windows of opportunity as the 20% of samples that
the Combined Networks assigned the highest con-
fidence at each grid point (see methods). Note that
other cutoffs could also be used because neural net-
work accuracy increases with increasing confidence
in prediction (see supplement figure S2), however,
we choose 20% as this provides the clearest signal of
accuracy increase. The 20% most confident samples
as designated by the neural networks generally have
higher accuracy than all predictions (figure 2(b))
demonstrating that the neural networks have learned
inputs that are more likely to lead to a correct pre-
diction, and hence initial states that are more predict-
able. Skill improvements are especially evident in the
North Pacific PDO region, the North Atlantic Ocean
and broadly across the Southern Ocean which aligns
with previous work that points to windows of oppor-
tunity for enhanced prediction skill existing in these
regions (Gordon and Barnes 2022).

We examine the contribution of internal vari-
ability to the Combined Network’s skill by using
permutation importance testing (Breiman 2001,
McGovern et al 2019) in figure 2(c). Permutation
importance measures a deep learning model’s
dependence on a certain predictor by scrambling that
predictor while holding the others fixed and examin-
ing how the output is affected by the corrupted input
data. Here, we test the sensitivity of the Combined
Network’s skill to the internal variability input and
assume a null hypothesis that internal variability does
not increase prediction skill.We scramble the internal
variability input pixel-wise (randomly drawing each
pixel individually from its distribution in the testing
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Figure 2. (a) Neural network accuracy at each grid point for testing samples in the years 2020–2050. (b) Neural network accuracy
on 20% of testing samples with highest confidence. (c) Neural network accuracy when internal variability input is scrambled. (d)
Accuracy for 20% most confident predictions when internal variability is scrambled. (e) Difference in accuracy between total
accuracy and accuracy on scrambled internal variability (i.e. panel a minus panel (c). Differences that are not significant at 90%
are stippled. (f) Difference in accuracy between accuracy of confident predictions and accuracy of confident predictions when
internal variability is scrambled (i.e. panel (b) minus panel (d). Differences not significant at 90% are stippled.

set) to create a corrupt testing set and calculate the
accuracy of the neural network on this data. This pro-
cess is repeated 500 times for each grid box and we
plot the mean accuracy of each neural network on the
scrambled data (figure 2(c)). The neural networks
still perform well in some regions (Indian Ocean,
Subtropical North Atlantic) when the internal vari-
ability input is scrambled implying that network skill
is largely derived from the forced response in these
regions. The difference between the total accuracy
(figure 2(a)) and the accuracy from the permutation
importance testing (figure 2(c)) provides the contri-
bution of internal variability to the neural network’s
skill (figure 2(e)). We consider internal variability
to significantly increase a network’s skill (reject the
null hypothesis) if the network’s accuracy on the true
testing set is greater than the 90th percentile of the
accuracy on the scrambled data. Internal variability
significantly contributes to the Combined Networks’s
skill in the northern and eastern edge of the North
Pacific and extending into the tropical Pacific (i.e. the
PDO ‘horseshoe’). There is also enhanced predic-
tion skill from internal variability in the subpolar
North Atlantic. Internal variability in these regions
has previously been shown to be predictable in studies
of pre-industrial and historical climate (Meehl et al

2021, Gordon and Barnes 2022), but these results
further imply that internal variability in these regions
can provide predictability in the presence of relatively
high anthropogenic forcing.

In conjunction with identifying windows of
opportunity for improved prediction skill, studies
have underlined the difficulty in attributing pre-
diction skill during windows of opportunity to
either internal variability, or time varying changes
in anthropogenic forcing in the historical period
(Borchert et al 2021b). We therefore use permutation
importance to decipher to what extent internal vari-
ability contributes to prediction skill during windows
of opportunity. First we calculate the skill of the 20%
most confident predictions in the scrambled internal
variability data (figure 2(d)).We find skill increases in
the Southern Indian and Atlantic Oceans even with
scrambled internal variability input implying that
internal variability did not contribute to the enhanced
skill during windows of opportunity in these regions.
This increased skill is hence likely derived solely from
the external forcing input. Notably, skill enhance-
ments in the North Pacific, Tropical Pacific and some
of the North Atlantic Ocean during windows of
opportunity can likely be attributed to the networks
learning predictable internal variability (figure 2(f)).
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Furthermore, in regions where internal variability
contributes substantially to prediction skill, enhance-
ments during windows of opportunity are even larger
than across all predictions. For example, the general
accuracy increase provided by internal variability in
the Tropical Pacific is approximately 5–8 percentage
points (figure 2(e)) but accuracy increases to up to
15 percentage points during windows of opportunity
(figure 2(f)).

3.2. Internal sources of predictability over
2020–2050
Having identified regions where internal variability
provides enhanced skill for SST trend prediction, we
now examine how large-scale phenomena can lead
to regional prediction skill in a future climate. We
first isolate grid points where internal variability con-
tributes significantly to prediction skill in 2020–2050
(i.e. regions un-stippled in figure 2(e)). We then clas-
sify whether the IV_Network at each grid point was
correct or incorrect for each test sample prediction.
Four example IV_Network accuracy timeseries are
demonstrated schematically in figure 3(a). We use
K-means clustering to cluster these prediction out-
come lists, resulting in clusters of grid points with cor-
related prediction skill. That is, where skill within a
cluster is more likely to be associated with the same
input pattern of variability. We choose six clusters
as this number appeared a reasonable choice for this
data (figure S3) and plot the assigned clusters in
figure 3(b). Three distinct spatial regions emerge; a
Tropical Pacific cluster, a North Pacific cluster and
a North Atlantic cluster (clusters 4, 5 and 6 respect-
ively). These grid points are also well described by
their respective centroids (figures S3(b) and (c)). The
remaining three clusters (clusters 1, 2 and 3) are not
spatially distinct, and investigation into their sources
of predictability are beyond the scope of this study.
However, the underlying variability that leads to sim-
ilar prediction skill within these clusters remains an
intriguing avenue for future work.We choose to focus
the remainder of this study on clusters 4, 5 and 6.

To investigate patterns of internal variability that
correspond to common predictability within each
cluster, we first compute the IV_Network accuracy
within a cluster for each testing sample (i.e. percent-
age of grid points in the cluster that were correctly
predicted) and isolate samples with cluster accur-
acy greater than 50% (i.e. more than 50% of grid
cells within the cluster are correctly predicted for that
sample). For example, figures 4(a) and (d) is the com-
posite of input samples for which cluster accuracy in
theNorth Pacific cluster is greater than 50%.We addi-
tionally separate the composites based on the pre-
dicted tercile within a cluster so that the opposing
trend signals are notmixed in the composite. This dis-
tinction assumes that due to the spatial proximity of

grid points within each cluster, that the correct target
prediction will generally be the same.

In the North Pacific cluster (cluster #5), predict-
able upper tercile SST trends follow slightly positive
SSTs in the PDO horseshoe 5–14 years before the pre-
diction (figure 4(a)) which appear to become more
negative in the 10 years directly preceding the pre-
diction (figure 4(d)). This SST evolution likely leads
to predictable upper tercile trends because the lead-
ing mode of decadal variability in the North Pacific,
the PDO, acts on approximately a 10–20 year times-
cale (Newman et al 2016). Increasingly negative SSTs
in the horseshoe region over a 15 year period are
thus likely followed by warming SSTs in the next
decade. Supplement figure S4(a) shows the compos-
ite annual mean PDO index for the samples in this
cluster, demonstrating the evolution of decreasing
PDO index transitioning back to increasing PDO
index over the input and prediction output win-
dow. We also suggest the opposite mechanism for
predictions of lower tercile SST trends in the North
Pacific cluster (figures 4(g) and (j)), with strength-
ening positive SSTs in the horseshoe region over the
input period leading to more predictable lower ter-
cile SST trends. See figure S4(d) for composite PDO
index over this period. These results provide evidence
that some SST trends that are lower than that of the
forced responsemay be predictable in the near future,
and predictable trends are associated with the decadal
evolution of the PDO.

In the North Atlantic cluster, precursors to pre-
dictable positive SST trends appear to be a strength-
ening SSTdipole between theNorthAtlantic subpolar
gyre and subtropical North Atlantic, with subpolar
gyre SST anomalies becoming more negative, and the
subtropical SST anomalies becoming more positive
(figures 4(b) and (e)). This SST pattern is likely driven
by a similar mechanism to that identified by Borchert
et al (2018), with strengthening positive SST anom-
alies in the subtropical Atlantic forming a predict-
able state for positive SST anomalies in the subpolar
gyre. Supplement figure S4(b) shows the composite
SST evolution for the North Atlantic subpolar gyre
for these predictions, supporting this theory. Note we
choose to use express this in terms of an SST index
rather than the full AMO index (Trenberth and Shea
2006), as the AMO encompasses the full meridional
extent of the North Atlantic and hence may not fully
capture heat transport between the subtropics and
the midlatitude ocean. Predictable lower tercile SST
trends in the subpolar gyre are preceded by strength-
ening positive SST anomalies in the 15 years before a
prediction (figures 4(h) and (k)). This positive anom-
aly is likely followed by a negative anomaly within
the 10 year prediction window (figure S4(e)), result-
ing in net negative SST trends following these initial
states. Here we find that there are more samples in
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Figure 3. (a) Example list of prediction outcome from internal variability at four grid points. (b) K-means clusters of accuracy
from internal variability. Black regions were not included in clustering.

Figure 4. Initial states of internal variability that lead to predictable SST trends in the three clusters. Left column is the North
Pacific cluster, middle column is the North Atlantic cluster, and the right column is the Tropical Pacific cluster. The top two rows
are initial state composites for upper tercile trend predictability, and the bottom two rows are for the lower tercile trend
predictability. All plots are SST anomaly from the ensemble in mean in ◦C. Grid points included in each cluster are illustrated
with boxes in each plot.

the upper tercile trend composite (102) than the lower
tercile trend composite (26), implying that a warming
trend in the subpolar gyre region may be more pre-
dictable than a cooling trend which aligns with previ-
ous findings (Borchert et al 2018, Gordon and Barnes
2022). Furthermore, though these mechanisms lead-
ing to predictability in the North Atlantic have been
studied previously, here we provide evidence that it
may continue to be a source of predictability in the
presence of relatively high anthropogenic forcing in
the near future.

Lastly, the initial state that corresponds to cor-
rect predictions of upper tercile trends in the Tropical
Pacific cluster (figures 4(c) and (f)) appears to

coincide with a strengthening El Nino like pattern
in the central Pacific Ocean for the 15 year period
preceding the prediction of positive trend, as equat-
orial Pacific SST anomalies strengthen from predic-
tion lead years 5–14 (figure 4(c)) to lead years 1–
10 (figure 4(f)). We hypothesize that the ANN’s are
forecasting a shift to La Nina in the early part of the
10 year prediction window as large El Nino events
are often followed by a rebound to a La Nina within
both observations and CESM2 (Planton et al 2018,
Capotondi et al 2020). This La Nina hence results in
large negative SST anomalies in the tropical Pacific in
the early part of the prediction window. The SSTs will
then likely follow the approximate timescale of the
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El Nino Southern Oscillation (ENSO) cycle by grow-
ing into neutral conditions, and then likely another
El Nino within the later part of the future 10 year
period, resulting in a net positive trend over the fore-
cast period. Supplement figure S4(c) demonstrates
the composite annual mean Nino3.4 index for the
10 years preceding and following the upper tercile
predictions for samples in figures 4(c) and (f), show-
ing a robust Nino3.4 decrease early in the prediction
window, followed by a positive trend for the next dec-
ade. Conversely, a common initial state for predict-
able lower tercile SST trends for the ENSO cluster
(figures 4(i) and (l)) shows a strengthening La Nina-
like cooling in the central Pacific over the preceding
15 years. Similar to the positive trend prediction, we
hypothesize that the ANNs forecast a substantial El
Nino early in the prediction windowwhich dramatic-
ally increases tropical SSTs. These positive SST anom-
alies then decay to neutral conditions and a further
La Nina event within the 10 year window (see sup-
plement figure S4(f), like S4(c), shows the composite
annualmeanNino3.4 index for the preceding and fol-
lowing 10 years of predictions in the composite). This
tropical SST evolution therefore results in a net neg-
ative trend prediction for grid points in the Tropical
Pacific cluster (El Nino to neutral to La Nina).

4. Conclusion

This study demonstrates that internal variability is
a source of predictability in the years 2020–2050
in the CESM2-LE, even with the relatively high
anthropogenic climate forcing in the SSP3-7.0 scen-
ario (O’Neill et al 2016). This result has interesting
implications for future projections of regional cli-
mate change, as it implies that there may be some
periods where SST trend predictions can be more
skillful than just predicting the forced response. SST
patterns like ENSO and PDO are associated with
atmospheric teleconnections which affect temperat-
ure and precipitation over land, so any improved
predictions of these patterns can potentially couple
to improved future estimates of land surface pro-
cesses (Mankin et al 2020). Furthermore, it is becom-
ing clear that identifying windows of opportunity for
improved prediction skill will continue to be a crucial
method for making skillful near-term climate fore-
casts (Mariotti et al 2020). Our results further sug-
gest that windows of opportunity for increased pre-
diction skill will likely exist in a future with increased
anthropogenic greenhouse gas forcing. Interestingly,
in places where internal variability is a significant
source of skill, correctly forecasting internal variab-
ility becomes even more important during windows
of opportunity. The importance of internal variability
duringwindows of opportunity reinforces the need to
investigate predictable states of internal variability in

the climate system as it likely provides the best oppor-
tunity for skillful decadal predictions.

We have investigated variability that contributes
to predictability, and found it appeared to be broadly
attributable to large scale patterns of internal vari-
ability. Here, the clusters of predictability could be
considered to be the six centroids that explain the
most prediction skill in the ocean, but notably this
does not account for interactions between grid point
clusters. For example, there is evidence that decadal
interactions between the Pacific and Atlantic Oceans
may lead to predictability following this lead-lag rela-
tionship (Meehl et al 2021, Sun et al 2021, Gordon
and Barnes 2022). Furthermore, decadal variability in
the Tropical Pacific appears to provide some measure
of decadal prediction skill of decadal ENSO variabil-
ity, though there is some question of to what extent
this predictability arises from internal variability, or
external forcing in the observational era (Boer et al
2019, Klavans et al 2021, Power et al 2021). There
may hence be different, or even coupled, predictable
signals in the clusters above that investigated here
identified here . We suggest that future work focus
on methods for deciphering how SST predictability
varies (and co-varies) around the globe, especially in
light of our other finding that this may provide better
ability to predict future climate.

Our findings may potentially aid in the com-
munication of climate change and its impacts since
internal variability modulates the forced climate
change signal, particularly on regional scales. For
example, there is still potential for continued warm-
ing and extreme events due to internal variability
even after aggressive climate changemitigation efforts
(Diffenbaugh et al 2023). Much of the public per-
ceives climate change based on short-term, regional
trends (Shao et al 2016) so continued warming could
harm continued mitigation efforts if previous efforts
are perceived to have failed. With improved under-
standing of predictable internal variability, we can
better attribute whether future variability stems from
either successful mobilization against climate change,
or irreducible internal variability.
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The CESM2-LE is available at the Climate
Data Gateway https://climatedata.ibs.re.kr/data/
cesm2-lens. The code for this study is avail-
able on github at https://github.com/emily-gordy/
Separating_EFIV_2020-2050.git.
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